
be allowed to decide what's best for them Isn't that what drives a free market

economy and results in the greatest economic efficiency?

The robustness of this country's computer and software industries is proof

that great efficiency, innovation, and productivity can be achieved quickly when

industry standards are voluntarily set in response to demand. Voluntary

standards work. Look at cellular telephones The FCC recognized that the

detailed standards it originally prescribed for cellular telephony were holding

back technological development in that industry, and it decided to relax its

standards and let the industry establish more advanced standards with minimal

government oversight. In doing so, the Commission acknowledged that too

much government-specification of industry standards can inhibit technological

progress and the availability to consumers of improved services. With Personal

Communications Service, or "PCS," the FCC took an even more liberal industry­

based approach to standards-setting. It should do the same with digital TV.

Our domestic computer and software industries -- like many other

industries -- have thrived in large measure because of two factors: a minimum of

government regulation, and open system architecture that permits hardware and

software produced by many different firms to interconnect smoothly and

encourages rapid, market-driven innovation Both of these factors would be

negated by the FCC's adoption of the Grand Alliance DTV standard, and the

public would pay the price.

4



Let's look for a moment at that standard Beyond public policy and

macroeconomic, free-market considerations there are both consumer interests

and technical drawbacks that make adoption of the standard bad policy.

First, the standard does not provide for a way to manufacture low cost

receivers. The encoding technique is monolithic If a broadcaster chooses to

send the highest resolution format a receiver must include all of the circuitry

necessary to decode that format. In a layered system two signals are sent in

the channel simultaneously. A low resolution easily decodable version for

smaller cheaper receivers and a higher resolution detail enhancement signal for

use by larger, more expensive high definition receivers. In the ATSC system, all

receivers, even a little 2" portable must be burdened with means to decode

resolution only perceivable on a large screen home theater unit. We have

determined that even five years from now a full ATSC decoder will be three times

the cost of a base layer decoder. Using the ATSC system will drive up the cost

of smaller devices and require consumers to pay for capabilities they may neither

need not want.

Second, from a technical perspective the Grand Alliance standard is a

poor compromise, particularly with respect to its video formats. The standard

incorporates an obsolete technology, interlaced scanning, that produces an

inferior picture and makes inter-conversion for computer uses difficult. In fact,

ABC recently announced at a meeting of its affiliates that the network is leaning

heavily toward the use of progressive scanning for all its high-definition TV



production, because progressive scanning produces a better picture and is less

expensive. Even ACATS has admitted that progressive scanning is better.

Interlace was an appropriate scheme for the analog television of 40 years ago,

but it has no place in a modern digital compressed transmission system.

But broadcasters have been using interlaced scanning for over 40 years.

Despite what ABC has said, local stations will have little incentive to replace it

with progressive scanning if the FCC adopts a digital standard that allows them

to continue to use interlaced. And this is a critical issue for the computer industry

because interlaced scanning is unacceptable for text and other computer

applications. Any interlaced transmission would have to be converted at the

receiver if it is to be used with a computer application Again, added costs for

the consumers.

These limitations of the ATSC proposal would make it more expensive for

the domestic computer and software industries to create products -- both

hardware and software -- that could enhance the usefulness of digital TVs by

marrying digital broadcasting and computers For these reasons, when ACATS

voted to recommend the ATSC standard to the FCC, I abstained.

NTSC broadcast television is transmitted in an analog format. Computer

data is digital. As long as analog broadcasting continues, the convergence of

TVs and computers will be delayed But with the advent of digital TV, interactive

applications, multimedia. and data sharing between TV and computers are all

possible. The products and services that data sharing could make possible are

6



limitless. Microsoft and other firms have committed hundreds of millions of

dollars to research and development of products and services that combine

computers and TVs; but these products may never reach the stores, at least not

at affordable prices, if overly detailed and restrictive regulatory requirements

obstruct full compatibility, product development, and competition.

The Grand Alliance says that its proposal provides "adequate"

compatibility with computers. We disagree True. some of the 18 video formats

are consistent with computer applications, but the standard also includes a

number of inconsistent formats. And if a mandated standard incorporates even

one computer-unfriendly format, receiving equipment will need to perform

additional conversion and decoding of transmissions to enable interaction with

computer applications, the added cost of which will fall on the consumer.

Why does the computer industry care about these issues? Two reasons,

mainly. First, we don't want government regulation to freeze technological

development without a compelling justification We think a better DTV standard

is possible, and we want the freedom to try it out on the market. Second, our

industry knows that computers and TVs can. and will, converge, and we want to

be able to develop products that take advantage of that convergence and bring

new benefits to the public. Who knows how advanced our National Information

Infrastructure can become, if it is allowed to

In short, in this case, we think voluntary industry standards are better for

everyone than government-mandated standards. We understand the value of

7



minimal government-sanctioned technical transmission standards for digital

broadcasting, including standards for low level digital bitstream format and

modulation technique to prevent interference with other services and would not

object to adoption of the ATSC's proposals with respect to those parameters,

absent any specified video format.

But specifying a video format is unnecessary and potentially problematic ­

- exponentially so with 18 formats. We think the marketplace should dictate what

video formats it wants But if the Congress and the FCC find that the public

interest would be served by the FCC's adoption of a standard video format for

digital television, the standard it adopts should be the best possible. That would

not include the hodgepodge of 18 different video formats the FCC is currently

considering. If a standard is to be adopted at all CICATS would propose a

simpler, more technologically advanced minimum standard, offering wider

compatibility and more flexibility to develop enhancements, if the marketplace

warrants.

A year ago, computing capability was not sufficient for the level of

convergence of TVs and computers and the sophistication of applications we are

developing. It is now Largely because computer technology is advancing at an

exponential rate, the computer industry's interest in advanced television

emerged relatively recently. The question should not be whetherTVs and

computers will ever converge seamlessly but when and whether it will be

affordable. If the FCC adopts the proposed ATSC standard, the "when" will be

8



years from now -- some say 5 to 7 years later than if the Commission adopts a

simpler standard or no standard at all. And when convergence finally arrives, the

average consumer will be hard-pressed to afford the advanced products and

services convergence will spawn if government regulation imposes a

cumbersome, overly complex DTV standard.

If the price of digital receivers and decoders is unnecessarily inflated, the

day stations will migrate to all-digital broadcasting will be delayed, and so, in

turn, will the day analog spectrum is freed for new uses In the meantime,

precious spectrum could be wasted and consumers could be deprived of better,

and cheaper, products and services.

Thank you for your time. I would be pleased to answer any questions you

might have.

9



g
c
:!;

ctl
I­
::J:
Cl
iii
::J:
...J

~
c::«
I.)
(J)
l­
I.)
:::l
Co
CC
Q.

W
I.)

ii:
u..o
(J)

~
W
CC
C
z«

K



A Video Compression Efficiency Analysis
using Progressive and Interlaced Scanning

Eric Petajan

AT&T Bell Laboratories
Murray Hill, NJ 07974

Introduction

The delivery of video programming to the consumer at a reasonable cost and with
the highest picture quality depends on a variety of technologies and systems. Individual
scenes are transduced with video cameras, film cameras followed by telecine. or reduced
by computer. The video signals are then stored on analog video tape or digitized and
stored on tape. disk. or electronic image buffer, A finished program is produced by
editing individual scenes together. For the last 50 years programs have been delivered to
the consumer using the NTSC system. Consumer grade video tape has more recently
provided a program delivery alternative to broadcasting. Today we are on the verge of
tntroducing motion compensated video compression into the program delivery process.
The consequences of this are far reaching and affect the traditional economics of the
entire process. In particular, the choice of video scanning format affects the cost and
quality of the video compression to varying degrees depending on scene content. This
paper provides an analysis of the relationship between scanning fonnat. scene content,
and video compression efficiency as it affects picture quality.

Source Matedal Preparation

In the interest of conserving computing time and storage. a frame size of 704 H x
480 V was chosen. The 60 frame per second progressive scenes were derived from
progressive high definition source material which was appropriately f'11tered and
resampled to 704H x 480V. The interlaced scenes were than derived from the progressive
scenes by selecting the odd lines from the odd progressive frames and the even lines trom
the even progressive frames. Of course, the interlaced scenes have an effective vertical
resolution which is significantly lower than the progressive scenes I.

Video Coder Configuration

A software implementation of an MPEG-2 coder2 was used with progressive
refreshing (see below). No B-frames (bidirectional prediction) were used since the
benefit-of B-frames is independent of scanning fonnat. A bit-rate of 4 Megabits/sec was
chosen for all experiments, except for the coding of random noise because of its
difficulty. The refresh rate was selected to achieve a startup in one third of a second for
both fonnats. Field/frame coding was used for all interlaced scenes. Figure 1 illustrates
how the encoder can select whether to construct a given block of pixels from an
interlaced frame or from (Wo fields.
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Figure 1. Field/frame coding

The picture quality was measured using the mean squared error of the difference
between the coded and the original pictures. This was expressed as a signal to noise ratio
in decibels using the fonowing equation:

SNR;:: 10 log 10 [25S 2/(MSF(coced picture)]



It is generally accepted that differences in SNR of less than .5 dB are not significant.

Static and Predictable Scenes

Motion compensated transfonn coding explicitly measures spatial and temporal
redundancy in an image sequence and only sends unique picture infonnation to the .
decoder (see Figure 2). The usc of intra-frame-only coding (refreshing shown in Figure
3) for decoder startup (channel acquisition), or to provide insert edit points. is an .
exception to tempcnl redundancy removal in the encoding process and requires an
increase in coded bit-rate to maintain equivalent picture quality. The best illustration of
this is in the coding of a static image sequence (repeated still). VutUaIly the only
information re9uired by the decoder after startup is a set of zero-length motion vectors for
each frame which consumes a tiny fraction of the bit-rate for a motion sequence.
However. the use of I-frames or I-blocks (I means intra-frame coding) dramatically
increases the bit-rate to levels comparable to coded motion scenes.
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Figure 2. Video Encoder Loop



~dvantages:
• Faster ~uisltlon If clceely spaced In time
~rOVlde. clean Insert on poInts for commercials or edlllng
~.lIsadvantages:
• Com~1cates rate control
• Requires Increased rate buffer size
~ May produce periodic distortIon variation

Progressive Refressing

Advantages:
• Ea.ler rate control
• Smaller rate buffer possible
Disadvantages:
• SlONer squlsltlon

Figure 3. Refreshing techniques

To achieve a given decoder startup time or insen edit point period, an entire frame
must be intra-frame coded within the given time constraint. Since the frame rate in our
progressive format (60 frames/sec) is twice that of the interlaced format (30 frames!sec),
the ratio of intra-code frames to inter-coded frames must be twice as hiah for the
interlaced format compared to the progressive format to achieve the same decoder startup
time. Therefore, the number of intra--coded frames per second is equivalent between our
interlaced and progRSsive fonnats. This holds true for both I-frames and progressive
refreshing with I-blocks. Since virtually all of the bit-rate from a coded static scene is
consumed by intra-frame information, the coded picture quality should not depend on
whether interlace or progressive scanning is used. However. the coding process will not
remove interlace artifacts. Thus. for static scenes. progressive scanning provides
equivalent coded picture quality compared to interlaced scanning without interlace
artifacts. This was verified experimentally and the results are shown in the first row of
Table 1. The image of Chicago was coded with an SNR of 39.83 dB using progressive
and 39.97 dB using interlaced scanning. This .14 dB difference is not significant.

.~

.; ;.' ;~



Scene Bit-rate Progressive Interlaced ProgSNR
SNR(dB) SNR(dB) -IntSNR

Chicago 4 39.83 39.97 -0.14
Stin Mbitslsec

Panned 4 21.92 21.84 O.O~

Map Mbitslsec
Noise 12 18.10 19.57 ...1.47

Mbitslsec
Chicago 4 21.19 26.91 0.28
Zoom Mbitslsec
Mall 4 34.61 34.96 -0.35

Mbitslsec
Trame 4 39.40 38.58 0.82

Mbitslsec

Table 1. Video coding resub

The second row of Table 1shows results for a Panned Map which is highly
predictable and contains no noise. As ex.pected, the two formats performed nearly
equally with the progressive SNR higher than the i:\lerlaced SNR by .08 dB.

Random Noise

Now consider the coding of a sequence of frames of random noise. This type of
scene is the opposite of a static scene from a video coding perspective. i.e.• static scenes
are completely correlated (at least temporally) and noise is completely uncorrelated. The
only opportunity for redundancy removal in this case is the substitution ofcoding
artifacts for some of the random noise using human perceptual modeling. Again, the
intra-coded block rate is equivalent between our two formats but now the inter-e:oded
blocks consume nearly as many bits as the intra-coded blocks and the interlaced format
has half as many inter-coded blocks per second as the progressive format. Therefore, the
coding of interlaced random noise should provide better fidelity than progressive random
noise. In effect. interlaced scanning of random noise discards half of the noise samples
before coding which reduces the biterate proportionately. The third row oCTable 1 shows
the experimental results for this case where the coding of a noise sequence~uced a 1.5
dB increase in SNR using interlace compared to progressive scanning. A bIt-rate of 12
Megabits/sec was used for this difficult scene to give reasonable SNR values.

Typical Scenes

Row 4 ofTable 1 shows coding resuhs for a scene which contains no noise but is
only partially predictable because it is a computer generated zoom using the Chicago stilL
Block-based motion compensation can only approximate non-translational motion such
as zooming or rotation. Progressive scanning is slightly favored for this scene with a .28
dB increase in SNR compared to interlace.

Typical camera scenes contain some noise (electronic or film grain), static or
temporally predictable areas (panning). and areas with unpredictable or complex motion
(uncovered background. fast zooms). The contribution to the total coded bit-rate from
each type of scene content is proportion~l to the area of each type integrated over the
duration of the scene. The contribution to coded bit-rate from noise is proportional to the
noise amplitude and spectral characteristics Table 1 Ijs~s two scenes in rows 5 and 6
which were filmed at 30 frames/second cailed MJlI [;tv! TreJfjc. These scenes were



scanned and digitized before coding and they were doubled in speed to 60 frames per
second in order to derive both 60 frames/sec progressive and 30 frames/sec interlace from
the same scenes. Of course changing the frame rate in simulation is done merely by
changing a software parameter. The Mall scene was shot indoors and contains the
random motion of a fountain and some complex motion (people walking). Increased film
grain from indoor light levels and random motion gives the interlaced fonn of this scene a
.35 dB increase in SNR compared to the progressive fann. This is not significant and
does not result in any visible improvement in picture quality. The Traffic scene was shot
outdoors and contains various speeds of motion. The progressive fonn of this scene
produced a .82 dB increase in SNR compared to the interlaced form. This is a somewhat
vilible difference in picture quality. The interlaced forms of both scenes contain visible
interlace artifacts.

Conclusions

The experimental results clearly show on a wide variety of scenes that the picture
quality of coded progressive scenes is equal or better than that of the interlaced fonn of
the same scenes. In one case the progressive picture quality was significantly better than
interlaced (not considering interlace artifacts). This may have been due to the increase in
spatial frequency energy in moving areas. If frame codmg is used, moving edges are
jagged leading to high frequency OCT coefficient amplitude. If field coding is used, the
smaller block size reduces the efficiency of the DCT.

Since the pixel ratc of the progressive format is twice that of the interlaced format,
the coding efficiency for progressIve scanning has been shown to be twice that of
interlaced scanning. The only exception to this is scenes with high amplitUde random
noise. Properly coding such scenes calls for noise filt~ring before coding using
progressive scanning. If the noise was intentionally added for effect then a block-based
pseudo-random noise pattern should provide sufficient spatial and temporal
redundancy for good picture quality. If the availability of progressive scan cameras is in
question then deinterlacing before video coding should provide most of the benefit of
progressive scanning.
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Interlaced versus progressive scanning is an important issue when dealing with digital
television. Not only because the change from analog to digital communication may be seen as
an opportunity to move to other formats, but also because of the well-known artifacts of
interlaced scanning (interline twitter, line crawling, and field aliasing) compared to the natural
way of representing two-dimensional images as the progressive format does. However, digital
broadcasting has to face the problem of transmitting twice the nwnber ofpels of the progressive
format. It is the purpose of this article to study this problem, and especially to check if the
increased vertical and temporal correlations of the progressive pictures provide a significant
improvement in the bit-rate reduction efficiency. In that case, progressive scanning may also be
used as an intermediate transmission format to improve the compression performances of
interlaced sequences.

1. Introduction

Interlaced scanning was introduced about 25 years ago as a simple and effective trick to halve
the bandwidth, resulting in a shape size in the verticaVtemporal domain adapted to the human
vision limitations, hence its high spatial defInition and fIeld rate. However, critical material
emphasizes typical interlaced artifacts, such as the well-known interline twitter, line crawling
and fIeld aliasing[l]. These defects are much more annoying today because of the improved
picture quality of both displays and cameras. Moreover, half the bandwidth for analog
transmission of TV signals is an efficient solution, whereas for digital communication the
challenge lies in achieving a high picture quality at a given bit rate. This requirement in the
coding efficiency leads to the MPEG-2 standard [2].
From these considerations progressive scanning can be considered as a candidate for a new
transmission format, because progressive pictures have higher vertical resolution, seem much
more attractive than interlace for signal processing, and guarantee the compatibility with other
multimedia applications. Unfortunately, the number of samples is twice that of the existing
interlaced format.

It is the purpose of this paper to compare the efficiency of both progressive and interlaced
formats in the context of a MPEG-2 coding scheme. Based on these results different conclusions
will be drawn to demonstrate that the progressive format improves the overall picture quality,
and that such a transmission format may be also an intermediate step towards progressive
broadcasting without loss of performances compared to the existing interlaced one.
Unfortunately the compression performances can not be significantly increased.



2. Coding Efficiency Comparisons
The included simulation results are obtained from two different MPEG-2 broadcasting chains in
both scanning formats (details in [3]), and with the following source materials (results for the
four last progressive sequences are available only with interlaced display) :

• Interlaced: Mobile and Calendar and Flower and Garden' From a tube camera;

• Progressive:
# Renata RAI : From an HDTV tube camera;
# Kiel Harbor and Kiel Harbor 2 : Digitized photo with synthetic motion;
# Pendel and Foot : From a progressive tube camera;
# Pops : From a progressive CCD camera;

Two different deinterlacers, one at the transmitter side (high quality motion compensated [4]),
one at the receiver side (low cost macroblock based solution, making use of the transmitted
MPEG-2 motion vectors), deal with the interlaced to progressive conversions (more details can
be found in [5]). The opposite format changes are performed through vertical filtering
(including the Kell factor) and subsampling.
In addition, two bit-rates have been selected (4 Mbitls excepted MOBILE encoded at 6 Mbitls)
in order that the picture quality over all the set of sequences is constant (pSNR between 30 and
35 dB). The PSNR (peak Signal to Noise Ratio) together with a subjective expert analysis
evaluate the efficiency of each scenario.

2.1 MPEG·2 Encoding Parameters

Some parameters have to be defined to comply with the MPEG-2 syntax. Among them some are
specific to the progressive format and can be optimized such as :

- progressiveJrame set to 1, coded video contains only progressive frame pictures. It leads
to : picture_structure= "frame" andframeyredJrame_dct= I;
- frameyredJrarne_det set to 1. For each macroblock, this flag suppresses useless flags like
jrameJnotion_type (2 bits) and dct_type (1 bit) from the bitstream;
- The motion estimator is a 5 hierarchical levels block-matching with a [-127,+128]x[­
63,+64] half-pel vector range. It is based on a pyramidal structure which leads to a very
simplified and efficient data processing when dealing with progressive (I vector instead of
5). Furthermore, it leads to a simplified mode decision processor.

Accordingly, progressive coding reduces the side-information by 3 bits/macroblock, it lowers
the number of vectors to transmit, and simplifies the chrominance fIlters.
Other MPEG-2 parameters are identical for both formats such as the VLC intra tables
(intra_vlcJormat=I), the non-intra quantization matrix (flat), the macroblock mode selection,
the thresholding of the ocr coefficients, the quantizer type (q_scale_type=O) , the zig-zag
matrix (alternate_scan=O). All these points are not in the scope of this paper and will not be
further discussed.
The encoder is thus MPEG-2 compliant except for its use of the progressive (not currently
supported by this profile). Anyway, the objective of this study is to compare both formats with
the same picture size, and a new level might be further included in the MPEG-2 final standard
specification to comply with progressive scanning.

Finally, only the GOP structure remains to be specified. For interlaced signals the classical one
is used (M=3, N=12) when for progressive pictures computer simulations lead to M=5, N=25
(slightly more efficient than M==6, N==24).
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2.2 PSNR and subjective picture evaluation

Let us just remind that between pictures of the same format a better PSNR value generally
means a better picture quality if the gap is significant (greater than 0.5 dB), otherwise subjective
picture evaluation is required. For instance with the previous display formats, and considering
that progressive display leads to a higher picture quality, a lower progressive PSNR value does
not necessarily mean a lower picture quality.

• Interlaced display (progressive coding + receiver interlacing I interlaced coding + display) :

Mobile Flower Kiel Renata
Coding Format
PSNR(dB) Y
PSNR(dB) U
PSNR(dB) V

Prog Int Prog Int Prog Int Prog Int
29.32 32.30 30.38 30.64 32.11 31.61 33.49 33.14
33.90 34.45 33.47 33.39 39.08 39.23 36.07 35.69
31.85 32.11 31.87 31.38 37.82 38.00 37.86 37.67

Foot Kiel 2 Pendel Pops
Coding Format Prog Int Prog Int Pros Int Prog
PSNR (dB) Y 32.23 30.84 29.17 27.81 41.25 41.87 36.35

Int
36.99

Table 1 • PSNR (dB) for interlaced signals

Progressive coding performs slightly better (PSNR and picture quality) for 4 sequences (Kiel,
Renata, Foot, Kiel 2). For two (Flower and Pendel) the visual quality is in favor of the
progressive format, confirming that the PSNR difference is too low to be significant (Flower <
0.3 dB), or too high for visual artifacts (Pendel). And fmally, Pops leads to visually similar
pictures (difference =0.6 dB), and Mobile performs better when interlaced coded (+ 1 dB).
Thus the two formats perform similarly (average PSNR : 0.17 dB more for progressive), except
when the deinterlacing failed. In addition, the Kell filter, for progressive to interlaced
conversion, acts as a post-filter to improve the picture quality of the interlaced decoder.

• Progressive display (progressive coding + display / interlaced coding + receiver deinterlacing) :

Moone Flower Kiel Renata
Coding Format Prog Int Prog Int Pros Int Prog Int
PSNR(dB) Y 31.30 27.51 31.41 26.59 30.36 26.10 31.12 27.18
PSNR(dB) U 34.26 33.28 34.10 33.68 40.47 39.21 35.55 34.24
PSNR (dB) V 32.29 31.44 32.30 30.83 39.15 37.85 37.47 36.32

Table 2 - PSNR (dB) for progressive signals

The only conclusion from the previous table is that the macroblock based deinterlacer does not
perform very well. It means that very simple and low cost solutions can not be used, and that
careful design should be done to reach an acceptable quality.

• Interlaced I Progressive chain (Progressive coding + display / interlaced coding + display) :

Mobile Flower Kiel Renata
CodinS Format Pros Int Prog Int Prog Int Prog Int
PSNR(dB) Y 31.30 32.30 31.41 30.64 30.36 31.61 31.12 33.14
PSNR (dB) U 34.26 34.45 34.10 33.39 40.47 39.23 35.55 35.69
PSNR (dB) V 32.29 32.11 32.30 31.38 39.15 38.00 37.47 37.67

Table 3 - PSNR (dB) for progressive and interlaced broadcasting

From table 3 interlaced broadcasting seems better than progressive except for Flower. As a
matter of fact, subjective evaluation show that, besides nearly 1 dB loss (for Mobile), the picture
quality is higher with progressive encoding of imcrl aced sources because it removes the



interlaced anifacts (flicker). In addition, the double resolution of the progressive original
pictures explains the PSNR loss when progressive encoded, but the picture quality can be higher
(fixed and detailed areas of KieI), or lower (interlaced effects sometimes masks the coding
anifacts of Renata) depending on the scene content.

From the three previous analysis, the following conclusions can be pointed out:
1)- An all progressive chain is generally preferred to an all interlaced one;
2)- In case of interlaced display, progressive transmission improves the picture quality of

progressive sources compared to their interlaced versions, and the loss of resolution with
interlaced sources (due to the interlacing filter) can supersede the reduction of blocking
effects brought by the progressive encoding.

To explain these results, the following classification has to be done between sequences with
similar vertical resolution and sequences with different vertical resolution, but also depending
on the motion content. It leads to table 4.

1)- Without motion (Mobile, Pende/. fQgs, end of Renata) : The pictures are frame coded in
both formats, thus the spatial correlations and the motion performances are similar, The double
number of pels of the progressive leads to a double bit-rate for I frames, but also for B frames
since twice the number of vectors have to be transmitted (the bit-rate required for the
macroblock header including motion vectors is 30% to 40% of the total bit-rate), For P frames
the motion estimator performs better with progressive scanning (lower temporal distance), and
the bit-rate required for the macroblock header represents less than 20%. However, it is not
enough to prevent the 1 dB loss moving to progressive scanning in the case of interlaced source
pictures, and this is increased up to 3 dB loss for progressive sources pictures because of the
increased resolution;

2)- With motion (Flower, Foot, Kiel. Kiel2. be~innin~ojRenata) :The pictures are field coded.
The number of motion vectors is the same in both case (2 fields vectors are transmitted per
macroblock), It can thus be expected to have the same bit-rate for the B frames whatever the
format is. In addition, once again progressive performs slightly better for the motion prediction,
the bit-rate is thus expected to be lower than twice that of the interlaced P frames. Finally, the
spatial correlation is probably better for progressive pictures, the bit-rate for I frames should not
be too much higher than in the interlaced case. The result is 1 dB gain moving towards
progressive scanning with interlaced source signals and 1 dB loss with progressive source
signals (once again the additional 2 dB loss is due to the increased vertical resolution);

ProglInt coding + lnt display
(lnt/lnt PSNR)

Interlaced source
Static Motion

-3 1

Progressive source
Static Motion

-1 +1

ProgIInt coding + display
(ProgIInt PSNR)

-1 +1 -3 -1

Table 4· PSNR gain (dB) moving towards progressive scanning

When interlaced display is performed for each format, 2 dB have to be subtracted to the
perfonnances of the interlaced original pictures, and 2 dB have to be added to those of the
progressive sources (the first gain is due to an average value computed with less samples, and
the second loss to a filtering effect).



2.3 Influence of the Bit-Rate

Is the comparison between progressive and interlaced scanning bit-rate dependent? To answer
this question, simulations on the sequence Pops have been performed at 2, 4 and 6 Mbit/s
considering interlaced display. Table 5, clearly shows that if interlace is better at high bit-rates
this is still true at low ones if not even more (from 0.6 dB at 6 Mbit/s, up to 1.7 dB at 2 Mbit/s).
The number of pels as well as the vertical and horizontal resolution are very critical at low bit­
rates, and, even with interlacing, prefiltering is often required to smooth the picture content If at
high bit-rates the increased vertical resolution can be compensated, it is not true at low ones.
Consequently, the performances of the progressive format decrease faster than those of the
interlaced one at low bit-rates.

Bit-rates
Codinl Format
PSNR(dB) Y

2 Mbit/s
Prog Int
32.17 33.87

4 Mbit/s
Prog Int
36.35 36.99

6 Mbit/s
Prog Int
37.98 38.58

Table 5 - PSNR (dB) at different bit-rates

2.4 Influence of the Picture Complexity

It has been shown that the conclusions differ depending on the picture content Table 6 sum up
the previous results by decreasing order of complexity value, referring to the original
progressive sequences that have been interlaced. The PSNR can be considered related to the
difficulty to encode a picture, thus it is selected as complexity measure (a high complexity gives
a low value)

Coding Fonnat
PSNR(dB) Y

Klel1 (2ID)

Pros Int
29.17 Z7.81

Foot (3ldB)

Prog Int
32.23 30.84

Klel (32<111)

Prog Int
32.11 31.61

Renata (33dJl)

Prog Int
33.49 33.14

POPS(3U8)

Prog Int
36.35 36.99

Pellclel ("dB)

Pros Int
41.25 41.87

Table 6 - PSNR (dB) for different picture complexity

From table 6, progressive performs clearly better for complex images and a little worse for
pictures with a low complexity. The reason is that at low complexity the progressive format
bring no additional information compared to interlace, and since twice the number of lines
should be transmitted it results in slightly lowering the PSNR of the decoded pictures. However,
since the gap is nearly equal to 0.5 dB, and since both progressive and interlaced PSNR are
high, no noticeable difference between both formats can be seen.

2.S Influence of the Deinterlacing

Moving towards progressive transmission will require conversions from progressive to
interlaced and interlaced to progressive scarming to manage present studio environment Thus
the effects of the deinterlacing have to be studied to be sure that it handles field aliasing
properly. Table 7 depicts the results of simulations performed on the Kiel2 progressive source
sequence by means of PSNR values (they refers to the original sequence that has been interlaced
allowing for reliable comparisons). The original pictures are progressive encoded and interlaced
displayed to give the PSNR value called progressive in table 6. Then the source is interlaced
coded and displayed, and its PSNR computed in column interlaced. Finally, the previous
interlaced sequence is deinterlaced to go back to progressive coding and [mal interlaced display.

Coding Format Progressive Interlaced Deinterlaced
PSNR (dB) Y 29.17 27.81 28.36

Table 7· PSNR (dB) between interlaced, deinterlaced and progressive signals



As expected, the deinterlaced sequence is better than the interlaced one, because the original
progressive source performs already better than the interlaced version, and because the
deinterlacing is artifacts free on that sequence.
However, these results are very dependent on the quality of the deinterlacer, thus conclusions
may take into account possible low quality deinterlacing. Having in mind that future
deinterlacing will become better and better.

3. Conclusion

In this paper, the coding efficiency of both progressive and interlaced scanning formats are
compared by means of PSNR values and subjective picture quality analysis. The main goal was
to evaluate the impact of using a progressive transmission format compared to the existing
interlaced one. It leads to the conclusion that the absence of interlaced artifacts (mainly line
flicker) allows the use of a greater compression factor in the case of progressive processing and
display. At the same bit-rate an all progressive broadcasting chain, from the source capture to
the final display, is thus preferable to an all interlaced one, except for an increased hardware
complexity if twice the number of pels is scanned. Moreover, with interlaced display, the
progressive transmission can be considered at least as good as the interlaced one and generally
better if progressive sources are encoded. Unfortunately, the conclusions are not so clear when
dealing with interlaced sources : the loss of resolution supersedes sometimes the reduction of
blocking effects and the conversion from progressive to interlaced scanning after decoding can
either improve (post-fIltering of the coding artifacts) or decrease (loss of resolution) the picture
quality depending on the source sequences available.
Consequently, it has been shown that progressive does not lead to a loss of performances, that
on the contrary it brings a more stable picture quality, even if the MPEG-2 standard has been
optimized for interlaced signals.
Thus. from a picture quality point of view, progressive scanning is a very attractive format for
the transmission, and even more for the visualization of pictures. In addition, progressive can be
used as an intermediate step towards progressive broadcasting of TV signals without loss of
performances compared to the existing interlaced fOlTI1at. This is even more interesting when a
smaller picture size is considered, to comply with the actual MP@ML profIle (of course
comparable picture quality is assumed).
Finally, if the MPEG-2 compression performances can not be significantly increased moving
towards progressive scanning, compatibility with the multimedia applications (Computer,
Broadcasting, Transmission, Virtuality, Film, ...) will be simplified and more efficient This is
perhaps the best way to go to.
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Abstract

Simulcast or simultaneous broadcasting of a program at two different quality or resolution levels
requires a less complex source coding than scalable or hierarchical source coding, where there is a link:
between base and enhancement layer. In this paper, we will investigate the conditions under which a
scalable system has a better subjective quality compared to simulcast at equal bit-rates.

1 IntrOduction

Hierarchical coding represents data in two layers : a base layer and an enhancement layer. A hierarchical
decoder has to decode both layers and has therefore a highercomplexity than a decoder that decodes just one
layer. A transmission with no hierarchical coding link between both layers broadcasts simultaneously the
same program at two different bit-rates or quality levels, and is therefore called "simulcast", This simulcast
scenario does not require a more complex decoder for the enhancement layer. This contribution discusses
pros and cons of simulcast and hierarchical source coding over a hierarchical transmission chain.

In section 2 we will first define the hierarchical transmission chain. Section 3 and 4 treat the cases of
quality scalability and resolution scalability. Section 5 discusses the hardware complexity of the scalable
and the simulcast decoder. Section 6 is a repon of subjective tests of spatial scalability and simulcast carried
out in the Eureka-project "ADTI'''.

2 Hierarchical transmission chain

Both hierarchical or scalable coding and simulcast are ways of source coding for a hierarchical transmission
chain, Le., a transmission chain with a channel coding and a modulation that have two levels of protection:
a well-protected part that can be received under good and under severe transmission conditions, and a less
protected part that can be received under good conditions only. The recently decided specification of OVB
for terrestrial transmission [I] foresees such a hierarchical transmission chain as an option. An example of
a hierarchical or rugged transmission chain has been demonstrated by the HOTVT project during the IFA
exhibition in Berlin, SepL '95 [2].

In hierarchical transmission chains, the available net bit-rate for source coding is usually smaller for the
well-protected part (base layer) than for the less-protected pan (enhancement layer). There are mainly two
reasons for that :

Afirst reason is that the higherprotectionofthe base layer by the channel coding requires a proportionally
higher gross bit-rate. In practical systems, the gross bit-rate of the base layer does not exceed the gross
bit-rate of the enhancement layer. Because of the proportionally higher channel coding bit-rate for the base
layer, the net bit-ratefor source coding ofthebase layer is much less than the net bit-ratefor the enhancement
layer.

Another reason for the lower net bit-rate for the base layer is the hierarchical modulation: a modulation
constellation can be configured more robustly at the cost of available gross bit-rate capacity. If base
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and enhancement layer have a comparable part of the energy or bandwidth of the modulated signal, the
hierarchical modulation will have a lower gross bit-rate for the base layer than for the enhancement layer.
The higher channel coding protection will in its tum even more reduce the available net bit-rate in the base
layer.

3 Hierarchy of quality levels

In this section. we will only consider systems where the output of base and enhancement layer have the
same spatio-temporal resolution but a different quality of reconstruction. This means for the scalable source
coding "SNR scalability" or "Data partitioning" [3,4].

Similar to the scalable case. we will call the simulcasted bitstreams with lower and with higher bit-rate
the "base layer" and "enhancement layer" respectively. The enhancement layer in both simulcast and
scalable coding has been compressed with a finer quantisation.

3.1 Picture quality in simulcast and scalable coding

Picture quality can be measured objectively by means of the Signal-to-Noise-Ratio (SNR) or by means of
subjective assessments (e.g. according to I1U-R Rec. 500 [5]). Although the measurement of the subjective
quality is quite cumbersome compared to the calculation of SNR values, it is the subjective quality that
counts in the comparison of different source coding alternatives. In the following, we mean subjective
quality when writing "quality".

The picture quality after compression and decompression of a digital video sequence is usually an
ascending function of the bit-rate. The quality as a function of the bit-rate is usually steeply ascending for
low bit-rates and saturates at higher bit-rates (see Fig. I)

Quality

Bit-rate

Figure I: Picture quality vs. bit-rate; the bit-rate around which the saturates depends on the video sequence.

We will now compare the scalable and simulcast coding. In both alternatives. thebase layer has a smaller
video bit-rate than the enhancement layer.

3.1.1 Simulcast

The achievable qualities in each of the layers of simulcast is shown in Fig. 2.
Only if the bit-rate of the base layer is sufficiently less than the saturation bit-rate. there will be a

visible difference between both layers. Only in that case, a hierarchical transmission chain combined with
simulcast makes sense. Otherwise there is hardly any noticeable quality jump between both levels ofquality
in simulcast.

3.1.2 Scalable coding

In a first approximation, the quality of the scalable enhancement layer corresponds to the quality of the
summed bit-rates of base and enhancement layer. The situation is then as depicted in Fig. 3.



Quality SIMULCAST

-----'

to

Bit-rate
Bbase

Figure 2: The quality of both layers in a simulcast system

This figure clearly shows that a scalable system has an advantage compared to simulcast when the
bit-rate of the simulcast enhancement layer is not higher than the bit-rate where the quality saturates.

The quality of a scalable system is not exactly equal to the quality corresponding to the sum of the
bit-rates of base and enhancement layer. The scalability costs some bit-rate for overhead information. As
the quality of the enhancement layer is usually near the saturated part of the quality curve. the subjective
cost of the scalability overhead is mostly small. This has been confinned by subjective tests [6, 7], where
the quality of SNR scalability with 3+4 Mbit/s was comparable to the quality of non-scalable coding at
7 Mbit/s.

3.2 Discussion

The question on the sense and nonsense of scalable coding in a hierarchical transmission chain (hierarchical
channel codingand modulation) is according to theabove description completely dependent on thesequence
and the available bit-rates in base and enhancement layer. The answer depends on whether the bit-rates are
in the range where the subjective quality saturates or not The answer can be summarized as follows:

1. Simulcast or scalable source coding make only sense in a hierarchical transmission chain when the
net video bit-rate of the base layer is sufficiently below the bit-rate where subjective quality saturates.

2. Scalable source coding outperforms simulcast if the net video bit-rate of the simulcast enhancement
layer is below the bit-rate where the subjective quality saturates.

In applications where the bit-rates of base and enhancement layer are not variable, it is quite probable
that scalability is only advantageous in critical sequences with a rather high quality saturation bit-rate.

4 Hierarchy of resolutions

In this case, the resolution (picture size in pels and/or frame rate) of the enhancement layer is higher than
the resolution of the base layer. Each layer can be coded independently (simulcast). Alternatively, the
enhancement layer can be predicted by upconversion of the base layer (spatial or temporal scalability).

In the application envisaged by the HAMLET hardware, the base layer is TV while the enhancement
layer is HDTV. One could think of simulcast or spatially scalable transmission without hierarchical channel
coding and modulation just to provide the same program content to low-cost receivers with the lower
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Figure 3: The quality of both layers in a scalable system

resolution and to high-resolution receivers. When the two resolution layers are transmitted with hierarchical
modulation and channel coding, a graceful degradation in the high-resolution decoder can be realised under
bad reception conditions by falling back to the upconverted lower resolution layer. On top of that, the
stronger base layer signal will allow the plug-free and portable reception of the broadcasted program, albeit
in base layer resolution.

4.1 Picture quality in simulcast and scalable coding

In the case of resolution hierarchy, the same considerations as in subsection 3.1 on subjective quality and
saturation bit-rate apply to the upconverted base layer and the enhancement layer.

Quality SIMULCAST and SPATIALLY SCALABLE CODING

..
Bit-rate

upcorrv. base Bscal.• enAallCemtltJ,

Figure 4: The quality of the upconverted base layer and the enhancement layer in a spatially scalable system



4.2 Discussion

It is an a-priori-choice to include a base layer with lower spatio-temporal quality in the complete system
here. As a consequence, there is no conclusion that is directly equivalent to the conclusion 1 of section 3.2.
It is only possible to state whether a fall-back to the upconverted base a layer makes sense :

1. A fall-back to the upconverted base layer makes only sense if the upconverted base layer has a quality
sufficiently below the saturation quality.

According to our experience with spatial scalability, this is usually the case. Similar to conclusion 2 of
section 3.2, we have:

2. Spatial scalability can only have a better quality of its enhancement layer compared to simulcast if
and only if the bit-rate of the enhancement layer is below the bit-rate where the subjective quality
saturates.

Therefore, spatial scalability can only be advantageous if for a given bit-rate of the enhancement layer
the simulcast of the enhancement layer leaves room for a visual improvement For the typical bit-rates of
the HDTV enhancement layer (16 Mbit/s or more), only critical sequences will alow some improvement
due to spatial scalability, e.g., in vivid motion or just after a scene cut.

5 Comparison of hardware complexity

We will just compare the hardware necessary for source decoding, i.e., a non-scalable decoder for simulcast
and a scalable decoder for hierarchical source coding. The hardware for the hierarchical transmissionchain,
Le., the layered modulation and channel coding, is the same in simulcast and in scalable source coding.

Also for the hardware, we make a distinction between the case of quality scalability and of resolution
scalability.

5.1 Quality scalability

In quality scalability,Selingerpointedout that an SNR scalablechip requires no additional memorycompared
to a non-scalable decoder [8]. The extra chip area required for SNR scalability is estimated to be at most
20 %. With a time multiplex of base and enhancement layer data. the extra necessary chip area could be
reduced to a few percents. However, chip costs are mainly influenced by the package and not by directly by
chip area. The package and pinning is similar in base and enhancement layer.

5.2 Spatial scalability

In this case, the costofthe scalable decoder is higher than the cost ofanon-scalable decoder (fordecoding the
enhancement layer of simulcast). The scalable decoder needs on top of the non-scalable decoder a smaller
decoder, including memory, for the base layer. If there should be a fall-back possible to the upconverted
base layer in simulcast. then the hardware for upconversion is common to both scalable and non-scalable
decoders.

Also in this case. the extra chip area in the scalable decoder could be reduced by a time multiplex of
base and enhancement layer. In any case, the principal extra cost in the spatially scalable decoder is for the
memory chips of the base layer. Therefore, in a scalable HDTV-decoder with a TV base layer, the decoder
cost is approximately 1,3 times higher [8].

6 ADTT Simulations

6.1 Objectives of the experiment

Within the framework of EUREKA ADTI, two main broadcast scenarii had to be compared in order to

contribute to the work of DVB on the introduction of digital HDTV: simulcast and embedded. Therefore, a


